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Generative AI refers to artificial intelligence (AI) systems 
that generate content. The user provides an input 
(prompt) and the machine produces an output — text, 
image, code, video or audio, depending on the model. 
Those that output text are called Large Language 
Models (LLMs).

Generative AI is just a relatively new field inside broader 
AI. Broader AI has been used for years for anything from 
recommendation algorithms, disease detection to 
self-driving cars.

ChatGPT 3.5, an LLM, launched for the broader public 
in late 2022 and offered features that the public 
found remarkable. It could explain climate change 
in Shakespearean verse. It could summarize long 
texts in seconds. It could write working code, good 
website and marketing copy, as well as opinion 
essays and fiction. ChatGPT was amazing and useful. 
Consequently, it became the fastest technology ever 
to reach 100 million users.

What is generative AI?  
Why is there so much 
hype around it?
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What are the most popular 
generative AI products? 
What can they do?02

There are by now hundreds of generative AI tools, with new ones appearing 
every day. The four most talked-about ones, emblematic enough to 
understand the advantages and limitations of their respective categories, are:

These are just the very tip of the iceberg. Other proprietary LLMs include 
Google’s Bard and Anthropic’s Claude. Other image generators include 
OpenAI’s DALL-E. More broadly, AI can now generate video from text 
prompts (Runway), help with legal work (Harvey), create and animate digital 
avatars of real people (D-ID), synthesize natural speech (Replica), act as a 
psychotherapist (Woebot) and much more.

Figure 1: The most popular generative AI tools

NAME WHAT IT IS WHAT YOU CAN DO WITH IT LIMITATIONS

GPT-4 LLM

Summarize and write text, improve 
its quality. Write and debug code. 
Generate ideas. Structure learning 
programs.

Not connected to the internet, 
although plugins are fixing that. 
Can only process a limited 
number of words. Makes things 
up. Not great at math.

Bing AI LLM

As above, with the advantage that it 
is connected to the internet. It can 
be powerful in its “creative” mode.

Being in the wrong mode can 
produce wrong results. Can 
“refuse” to do tasks randomly. 
Requires careful prompt 
construction.

MidJourney Image 
generator

Realistic images in seconds, based 
on text prompts. Can use image 
input and also blend two images 
together.

Doesn’t render text properly – 
not good for logos. Can’t edit 
existing images.

Stable 
Diffusion

Image 
generator

Image generation and 
customization. Free and open 
source.

Producing good prompts takes 
practice. No image prompting. 
Results on average not as good 
as with Midjourney.
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https://bard.google.com/
https://www.anthropic.com/index/introducing-claude
https://labs.openai.com/
https://runwayml.com/
https://www.harvey.ai/
https://www.d-id.com/
https://replicastudios.com/
https://woebothealth.com/
https://openai.com/research/gpt-4
https://www.bing.com/?/ai
https://www.midjourney.com/home/?callbackUrl=%2Fapp%2F
https://stablediffusionweb.com/#demo
https://stablediffusionweb.com/#demo
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1. Smaller and open-source models, in contrast to big LLMs which 
are proprietary. These smaller models are often better optimized 
and trained for specific uses. Some can run well on personal 
laptops. They are becoming very capable very fast and might 
soon match and exceed the capabilities of proprietary models 
in their niches. Internal memos of big companies reveal anxiety 
about open-source competition. 

2. Regulation. The problems of gender and racial bias, intellectual 
property theft (some image models are trained on existing 
copyright-protected images), data privacy, deepfakes, 
explainability, and many others are rampant and there’s a growing 
consensus that urgent regulation is needed in the field. Many 
countries are beginning to regulate (see number 10 below), but 
this is far from easy.

3. Automated GPT agents, such as AutoGPT, promise to increase 
the autonomy of LLMs drastically, performing not only specific 
tasks (“analyze this data”) but more general ones (“improve the 
performance of our website and grow our mailing list”). This 
promise is yet to materialize fully in practice.

4. Plugins that allow models to access the internet in real time and 
deal with large amounts of data. Plugins like Code Interpreter can 
make GPT-4 more capable than a human data analyst, producing 
advanced analysis and ready-to-go papers in seconds. Many 
plugins remain buggy.

What are some 
emerging trends in 
generative AI?
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https://hackaday.com/2023/05/05/leaked-internal-google-document-claims-open-source-ai-will-outcompete-google-and-openai/
https://en.wikipedia.org/wiki/Auto-GPT
https://the-decoder.com/chatgpt-with-code-interpreter-the-best-use-cases/
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Figure 2: ChatGPT doing instant advanced data analysis on a large dataset provided in Excel with no context. (c) Ethan Mollick
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Marketing Generative AI can create personalized ad copy and visuals, 
such as generating tailored email headlines to improve open 
rates.

Sales
AI tools can predict the most promising leads, for instance, 
by analyzing past interactions and scoring potential clients 
based on their likelihood to convert.

IT
Generative AI can automate helpdesk responses, like quickly 
generating accurate solutions to common user issues based 
on historical data.

Coding
AI can auto-generate code snippets, for example, by 
completing missing code blocks in a developer’s project, 
saving time and reducing errors.

Risk and 
Legal

AI can analyze contracts and identify potential risks, such 
as detecting non-compliance with regulations in a specific 
industry.

HR
Generative AI can streamline the recruitment process by 
writing job descriptions and screening applicants, like 
matching candidate resumes to job requirements.

Employee 
Optimization

AI can recommend personalized training plans, for instance, 
by analyzing employees’ skill gaps and suggesting relevant 
courses or workshops.

How can  
my organization  
use generative AI?04

Here are some use cases which have emerged:

Figure 3: Generative AI use cases
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Nobody knows for sure. The field is shifting way too fast. Behaviors of LLMs, 
for example, emerge unpredictably. It is difficult to foresee the capabilities of 
these models five months, let alone five years, down the road. 

An often-repeated phrase in the industry is, “There are no generative AI 
experts.” That status would ideally require having hands-on experience with 
training generative AI tools, command of advanced concepts in law and 
ethics, as well as in-depth understanding of a range of impacted industries. 
Such people don’t exist yet.

New research papers about generative AI are typically posted on arXiv, which 
helps speed up publication but circumvents the peer review process. 

Many people and institutions with limited field experience have been 
rebranding themselves as experts. The hype and FOMO (fear of missing out) 
dynamic is shaping up in ways reminiscent of the crypto craze.

AI is a genuinely transformative technology. But, ultimately, the person who 
should be best positioned to judge its impact on your business is you!

How will  
generative AI  
disrupt my industry?
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Hands-on 
experience 
with model 

training

Expertise in 
legislation 
and ethics

Industry 
knowledge

N/A

Figure 4: What being an expert in generative AI would require. There are no such people yet

https://arxiv.org/abs/2304.00612
https://en.wikipedia.org/wiki/ArXiv
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1. Understand that AI will have a fundamentally transformative 
effect on your business, much like the adoption of IT did. 

2. Adopt a strategy of training internal subject-matter experts to 
use AI tools rather than entrusting your business fully to outside 
consultants with little knowledge about your industry. Some 
generative AI tools have a steep learning curve and benefits from 
them only materialize when they are used (“prompted”) correctly. 
This takes practice.

3. Assemble a diverse AI steering team: form a group with varied 
expertise, including both AI and domain experts, to develop and 
manage AI projects.

4.  Identify AI use cases: Assess your organization’s needs and 
pinpoint specific areas where generative AI can streamline 
processes or solve problems.

5. Establish AI ethics guidelines: create clear rules for AI use, 
addressing data privacy, transparency, and potential biases in AI-
generated content.

6. Provide AI training: equip employees with the skills and 
knowledge to work effectively with AI tools through targeted 
education and workshops.

7.  Evaluate AI performance: monitor AI initiatives with relevant 
metrics, gathering feedback to improve and adjust as needed for 
better results.

How should  
I approach  
my AI strategy?
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1.  Data Privacy: Ensure secure handling of data and obtain user 
consent when needed, adhering to privacy regulations.

2.  Fair Use: Choose AI tools with a commitment to reducing bias 
and promoting fairness, and actively monitor for discriminatory 
outcomes.

3.  Understand AI Limitations: Gain familiarity with the AI tools’ 
decision-making processes and potential limitations to ensure 
informed usage.

4. Accountability: Clearly define responsibility for decisions made 
using AI tools and establish protocols for addressing errors or 
unintended consequences.

5. Human-Centric Approach: Prioritize tools that focus on human 
needs, maintain human oversight in critical decisions, and serve 
diverse users effectively.

What should be the pillars  
of my organization’s  
approach to AI ethics?
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•  Bias and Discrimination: AI may produce biased or offensive 

content based on its training data.

• Explainability: Understanding  
AI-generated content decisions can be challenging due to their 
“black box” nature.

• Data Privacy and Quality: AI systems may reveal sensitive 
information or generate content lacking coherence or context-
appropriate quality.

• Misuse and Malicious Intent: AI-generated content can be 
exploited for misinformation, deepfakes, or other harmful 
purposes.

•  Legal and Ethical Concerns: AI use raises questions about 
accountability, consent, and the balance between automation 
and human decision-making.

What are the  
dangers of using 
generative AI?
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Figure 5: Example of an advanced prompt injection technique.  
Visiting this page causes Bing AI to turn into Sydney, its “dark, evil alter ego.” (c) Simon Willison
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Such fears are far-fetched. Some researchers and public 
figures do worry about LLMs leading to artificial general 
intelligence (AGI), which could threaten humans in various 
ways. However, most experts feel that AGI is further away 
than assumed or that LLMs are a “dead end” on the road 
to AGI. But it’s important to recognize that task-specific, 
non-generative AI can also pose risks if they prioritize 
narrow goals over human well-being.

Will AI  
end humanity?
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•  Many parts of the EU AI Act are unspecific. Others are too specific. 
Many people feel that more sectoral flexibility is needed. Much of what 
legislation means will only be clear after the “standardization” phase 
carried out by a network of national, regional and international bodies.

• There is significant misalignment between the approaches of the EU, the 
US (early stages, driven by individual agencies), China (AI must support 
“core socialist values”), Canada, Japan, the UK (aiming to be liberal and 
pro-innovation), and others. 

• The concentration of technological and financial power with the Big Tech 
companies, which generative AI may exacerbate, is a concern for many, 
as are the related antitrust issues, for example how to prevent companies 
from self-preferencing their own products and services over third parties.

• Explainability — being able to understand and explain what the machine 
does and how it does it — is a core concept. Any good legislation will 
require code audits. But some companies will be reluctant to agree to this; 
reasons include fear of competition and the fact that many may have used 
copyrighted materials to train their models.

What is  
the state of  
AI regulation?
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The most prominent regulation initiative is the EU’s upcoming  
AI Act. Given the size of the European market, this legislation will have an 
impact on how companies behave in all jurisdictions (the so-called  
“Brussels effect”). The Act bans some practices (for example the social 
scoring of citizens) and defines strict rules for “high risk” systems. It 
envisages fines of up to 6% of a company’s total worldwide annual turnover.

Around the EU process and beyond there has been an explosion of different 
bodies — think tanks, consultancies, intergovernmental initiatives — offering 
contributions, of varying levels of concreteness and usefulness.

Here are some of the contentious topics in the global regulation debate:

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
http://executive-ai.org
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• Complying with regulation should be more than a box-ticking 
exercise. There are calls to learn from the experience of trying to 
legislate sustainable finance and ESG, which has resulted in a number 
of different standards and interpretations and, consequently, rampant 
“greenwashing.”

• Many people want to put stricter obligations on the so-called foundation 
models, large artificial intelligence models trained on a vast quantity 
of data at scale and able to perform a number of downstream tasks. A 
contrasting opinion, held by some regulators, is that one should legislate 
for use cases, not types of technology, since most technology can be 
used in good and bad ways.

• It might be difficult to achieve a judicious division of responsibility 
between system manufacturers and users, not being unreasonably 
onerous on the former but not letting them off through general 
“disclaimers” either. There are few concrete proposals for how to do this, 
even fewer which have gained traction.

http://executive-ai.org


Generative AI: Ten Things Executives Should Know 13

How to keep up 
with generative AI?

Sign up for Executive AI’s  
newsletter here.

Executive AI produces regular briefs on developments in 
the AI space aimed at business leaders and investors. 

Our reports are succinct and focus on actionability.

We have a seat  at the regulatory table and serve as a 
connector between the industry, academia, government 
and other actors in this fast-moving field. 

Our goal is to help you make the most out of AI and have 
your say in shaping its regulation and ethical tenets.

Learn more at executive-ai.org

https://mailchi.mp/04111b7d85be/executive-ai
http://executive-ai.org
http://executive-ai.org
http://executive-ai.org
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